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Abstract

Image demoiréing poses one of the most formidable chal-
lenges in image restoration, primarily due to the unpre-
dictable and anisotropic nature of moiré patterns. Limited by
the quantity and diversity of training data, current methods
tend to overfit to a single moiré domain, resulting in perfor-
mance degradation for new domains and restricting their ro-
bustness in real-world applications. In this paper, we propose
a universal image demoiréing solution, UniDemoiré, which
has superior generalization capability. Notably, we propose
innovative and effective data generation and synthesis meth-
ods that can automatically provide vast high-quality moiré
images to train a universal demoiréing model. Our exten-
sive experiments demonstrate the cutting-edge performance
and broad potential of our approach for generalized image
demoiréing.

Code — https://github.com/4DVLab/UniDemoire

Introduction
Digital screens have become essential devices for display-
ing information in our daily work and life. However, im-
ages captured from screens frequently suffer from frustrat-
ing moiré patterns, significantly degrading image quality
and hindering content extraction. Therefore, it becomes cru-
cial to effectively remove such moiré artifacts to help users
obtain high-quality images from their digital imaging de-
vices and to support industries in maintaining high-standard
product visual presentation and digital archiving. However,
moiré patterns are characterized as anisotropic and multi-
scale, as well as involving considerable shape variations
and color distortions (Amidror 2009). Such traits are sel-
dom seen in other types of artifacts, like noise, rain streaks,
fog, blurring, etc., posing a significant challenge for even the
most advanced image restoration methods (Luo et al. 2023;
Zhu et al. 2023; Fei et al. 2023).

Hence, many methods have been proposed to tackle the
problem of demoiréing in recent years (Sun, Yu, and Wang
2018; Liu et al. 2020; Luo et al. 2020; He et al. 2019, 2020;
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Wang et al. 2023; Yue et al. 2022; Yu et al. 2022). Never-
theless, the effectiveness of such supervised methods heav-
ily depends on the volume of training data, consisting of
pairs of moiré images and their clean counterparts. As we
know, collecting such data is a daunting task and it requires
precise calibration between natural images and moiré pat-
terns. The limitations of the data lead to the limitations of
the methods, resulting in poor generalization of the network
model, which performs poorly on the data containing new
moiré patterns or new natural images. In order to expand the
quantity and diversity of the training data in a convenient
way, some methods have started to explore the synthesis of
moiré patterns. LCDMoiré (Yuan et al. 2019) deigns hand-
craft mathematical models. However, it could not represent
complex features of moiré patterns and leads to a substan-
tial discrepancy between the synthetic data and actual moiré
images. To enhance realism, recent studies (Park et al. 2022;
Zhong et al. 2024) extract moiré patterns from existing real
images and combine them with clean images for data syn-
thesis. Nevertheless, these methods do not escape from the
moiré domains of the existing training data, bringing limited
performance improvement on new moiré domains. To de-
velop a universal model for image demoiréing with greater
generalization capability and practicality, two critical chal-
lenges emerge: how to generate a vast amount of diverse
data, and how to ensure the authenticity of the data?

To address the above challenges, we propose a univer-
sal image demoiréing solution, UniDemoiré, capable of
generating a vast amount of realistic-looking training data
to enhance the generalization capabilities of the image
demoiréing model, as Figure 1 shows. First, inspired by
the fact that the moiré pattern is unrelated to the content
of the image, we introduce a novel, large-scale Moiré Pat-
tern Dataset by capturing moiré patterns against a plain
white background. Unlike previous moiré datasets that cap-
ture nature images with moiré, our pure moiré patterns can
be applied to arbitrary nature images to scale up the data
domain automatically. Moreover, our dataset does not need
calibrations between the moiré image and the clean image,
which can avoid the effect of calibration errors and facil-
itate the learning process of the model. In particular, our
dataset introduces more pattern diversity by considering var-
ious previously overlooked factors (Yang et al. 2023), in-
cluding zooming rate, CMOS technology, pixel size, and
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Figure 1: The workflow of our proposed UniDemoiré.

panel types. Second, building on this real-captured moiré
pattern dataset, we propose a diffusion model-based Moiré
Pattern Generation method to further increase the diver-
sity of moiré patterns. Specifically, we implement a multi-
scale cropping strategy to accommodate different input im-
age sizes and an effective data filtering strategy to ensure
the quality of training data for the diffusion model. Third,
we propose a Moiré Image Synthesis method to create a
sufficient amount of diverse and realistic-looking moiré im-
ages by blending the generated moiré patterns with clean
natural images. In particular, to improve the authenticity of
our synthesized data, we develop an effective learnable net-
work and three effective losses to closely mimic the real cap-
tured moiré images in terms of color and brightness. Finally,
our synthesized abundant moiré images serve to train an Im-
age Demoiréing Model that achieves superior performance
and promising generalization capabilities for zero-shot im-
age demoiréing and cross-domain evaluations.

Our contribution can be summarized as follows:
• We propose a universal demoiréing solution, which sub-

stantially enlarges the knowledge domain and improves
the generalization capability of demoiréing models.

• We collect a large-scale and high-resolution moiré pat-
tern dataset and develop an effective moiré pattern gen-
erator to further increase the diversity of moiré patterns.

• We present a novel moiré image synthesis approach,
providing a large amount of realistic-looking and high-
quality moiré image samples, facilitating the training of
a universal image demoiréing model.

Related Work
Image Restoration and Demoiréing
The inherent complexity of moiré patterns presents a unique
challenge compared to other artifacts such as noise (Xing
and Egiazarian 2021), haze (Li et al. 2021), blur (Lee et al.
2021), multiple artifacts in one go (Luo et al. 2023; Zhu et al.
2023; Fei et al. 2023; Zhang et al. 2023), etc. Consequently,
these methods may not effectively solve the moiré issue.
Current mainstream methods for image demoreing are learn-
ing based (Sun, Yu, and Wang 2018; Liu et al. 2020; Luo
et al. 2020; He et al. 2019, 2020; Niu et al. 2023; Wang et al.

2023; Yue et al. 2022; Liu et al. 2024; Zheng et al. 2020,
2021; Yu et al. 2022), greatly outperforming early handcraft
feature based approaches (Sun, Li, and Sun 2014; Liu, Yang,
and Yue 2015; Yang et al. 2017a,b). However, they exhibit
poor generalization capability due to insufficient diverse and
realistic training data, and researchers have thus begun ex-
ploring the potential of synthesized data.

Moiré Image Synthesis
An important category focuses on extracting moiré patterns
from existing moiré images. Cyclic (Park et al. 2022) and
UnDeM (Zhong et al. 2024) utilized GAN-based networks
to generate moiré images from unpaired real moiré image
datasets, resembling moiré patterns found in moiré images
while retaining details from moiré-free images. However,
they are unstable and constrained by the moiré patterns
present in the real image datasets. Another category directly
simulates moiré patterns on natural images. Shooting (Niu,
Guo, and Wang 2021) simulated the interference of im-
age processing to produce moiré patterns on natural images
while Yang et al. (2023) collected background-independent
moiré patterns and then superimposes the natural image with
the collected pattern to synthesize moiré images. Unfortu-
nately, due to the real-to-synthetic discrepancy, their model
performance is limited in real-world applications. In con-
trast, our solution can produce realistic-looking and diverse
data to greatly improve demoiréing models’ performance.

Moiré Dataset
TIP18 (Sun, Yu, and Wang 2018), FHDMi (He et al. 2020),
UHDM (Yu et al. 2022) are the most widely-used real-world
moiré image dataset with increased resolutions 256, 1080P,
and 4K, respectively. To lessen the burden of huge human ef-
forts, a synthetic moiré image dataset LCDMoiré (2019) has
been generated through shooting simulation. However, syn-
thetic datasets often fail to accurately replicate real imaging
processes, making it difficult for demoiréing models trained
on them to perform well in real-world situations. More re-
cently, MoireSpace (Yang et al. 2023) collects background-
independent moiré pattern data for a different task, moiré de-
tection. Inspired by it, we propose to collect a real moiré pat-
tern dataset for image demoiréing. Taking inspiration from



Datasets
Avg. Resolution Size

Capture settings

Type Name Phone Screen Multi-zooming rate Multi-camera / CMOS Screen Panel

Moiré Image
Dataset

TIP2018(R) 256 × 256 135000 3 3 ✗(1x-only) ✗(Main-only) IPS-only
FHDMi(R) 1024 × 1024 12000 3 2 ✗(1x-only) ✗(Main-only) IPS-only
UHDM(R) 4328 × 3248 5000 3 3 ✗(1x-only) ✗(Main-only) IPS-only

LCDMoiré(S) 1024 × 1024 10200 - - - - -

Moiré Pattern
Dataset

MoireSpace(R) 2160 × 1286 18147 3 3 ✗(1x-only) ✗(Main-only) IPS-only

Ours(R) 3840 × 2160 150000 6 6 ✓(1x,2x,3x) ✓(Main,Telephoto) IPS, SVA

Table 1: Comparisons of different moiré datasets. The “R” denotes the real dataset, and the “S” denotes the synthetic dataset.

this effort, we introduce a real moiré pattern dataset specif-
ically tailored for image demoiréing. Comparatively, our
dataset boasts a larger volume and greater diversity of data.

Method
Overview
The generalization ability of SOTA demoiréing models is
greatly limited by the scarcity of data. Therefore, we mainly
face two challenges to obtain a universal model with im-
proved generalization capability: To obtain a vast amount
of 1) diverse and 2) realistic-looking moiré data. Notice
that traditional moiré image datasets contain real data, but
continuously expanding their size to involve more diver-
sity is extremely time-consuming and impractical. While
current synthesized datasets/methods struggle to synthesize
realistic-looking moiré images. Hence, to tackle these chal-
lenges, we introduce a universal solution, UniDemoiré (Fig-
ure 1). The data diversity challenge is solved by collect-
ing a more diverse moiré pattern dataset and presenting a
moiré pattern generator to increase further pattern varia-
tions. Meanwhile, the data realistic-looking challenge is un-
dertaken by a moiré image synthesis module. Finally, our
solution can produce realistic-looking moiré images of suf-
ficient diversity, substantially enhancing the zero-shot and
cross-domain performance of demoiréing models.

Moiré Pattern Dataset
The traditional demoiréing datasets (Sun, Yu, and Wang
2018; He et al. 2020; Yu et al. 2022) typically exhibit a
1-1 correspondence, 1 clean image corresponds to only 1
moiré-contaminated image. However, in the real world, an
image may be affected by various moiré patterns. Mean-
while, aligning moiré images with clean images often intro-
duces errors because of the non-linear distortions and moiré
artifacts within cameras. Therefore, we propose to collect a
moiré pattern dataset rather than a moiré image dataset, with
no need for image alignment and can easily synthesize mul-
tiple moiré counterparts of a single natural image. The col-
lection of such a dataset is inspired by MoireSpace, which
is designed to address the problem of detecting the presence
of moiré rather than to eliminate moiré artifacts.

Capturing Process We capture videos of real-world
moiré patterns on a pure white screen with a mobile phone to
minimize color distortion in the moiré patterns. After record-
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Figure 2: Data collection setup (left), and examples of moiré
patterns in our dataset captured at different zoom rates and
screen panel (middle), and our generated patterns (right).

ing, frames are uniformly extracted from each video to con-
stitute our dataset. The setup is shown in Figure 2-left.

Data Diversity To enhance pattern diversity, we build
our dataset by considering additional factors that influence
moiré formation, which were overlooked in previous moiré
datasets, including zooming rate, camera types, CMOS, and
screen panel types. Besides, we doubled the number of
mobile devices and display screens compared to existing
datasets. A detailed comparison of ours and others is shown
in Table 1. In summary, our dataset showcases an expanded
size, 150000 moiré patterns, in standard 4K resolution with
increased diversity. More dataset details are in the appendix.

Moiré Pattern Generation
Although we have collected a large scale of diverse data,
it cannot encompass all conceivable moiré patterns. In-
spired by recent diffusion models, which have been suc-
cessfully trained towards diverse image generation in many
tasks (Dhariwal and Nichol 2021), we propose to use dif-
fusion models to further sample more diverse moiré patterns
by sufficiently learning the structural, textural, and color rep-
resentations of real moiré patterns. In this stage, we propose
a multi-scale cropping strategy and a colorfulness-sharpness
selection strategy to filter high-quality real data. Then we
learn the distribution of real moiré patterns in the latent
space to generate diverse patterns (Figure 2-right).

Multi-Scale Cropping Demoiréing models typically em-
ploy image patches cropped from the entire image for train-
ing. However, given the significant variation of image size in
different demoiréing datasets, the scale of content in cropped
image patches of the same size also varies greatly. Hence, to



simulate this process and enhance the diversity of the train-
ing data, we perform multi-scale cropping (Figure 3 up).
In particular, 4k images are resized to different sizes, from
which we extract and randomly select image patches of uni-
form size as training data. In this way, the patches extracted
from low and high-resolution images emphasize overall pat-
terns and finer details, respectively.

Colorfulness-Sharpness Selection We notice that certain
patches involve visually invisible patterns (with a “✗” mark
in Figure 3). They potentially confuse the generator during
training, aiming to generate moiré pattern images rather than
to reproduce plain white images. Hence, we filter out such
patches based on colorfulness and sharpness. As depicted in
Figure 3 lower-right, an increased sharpness value indicates
more visible moiré patterns, while an increased colorfulness
value signifies patterns with richer colors. The sharpness
metric is calculated as the standard deviation of grayscaled
input image processed with an edge filter, while the colorful-
ness metric is calculated as the average standard deviations
of A and B channels in image LAB color space.

Learning Moiré Patterns in the Latent Space As shown
in Figure 2(middle), plenty of pixels in the moiré pattern
appear pure white. This leads to a polarization in the pixel
distribution of the moiré pattern images, where informative
data is concentrated in a few pixels with high values while
the rest contains little information. Based on this observa-
tion, we choose to compress the moiré pattern into the latent
space through an autoencoder for a more compact and effi-
cient representation of its structural, textural, and color in-
formation. For better stability and controllability, we utilize
the Latent Diffusion Model (Rombach et al. 2022) to effec-
tively model the complex distribution of the moiré pattern in
the latent space. Examples of generated moiré patterns are
shown in Figure 2 right. More examples are in the appendix.

Moiré Image Synthesis
Via data collection and generation, we obtain a vast num-
ber of diverse moiré patterns. Then, we need to composite
moiré patterns with clean images In to form moiré images.
To make the synthesized images realistic-looking, We first
create handcraft rules to produce initial moiré images in the
Moiré Image Blending (MIB) module, then design a Tone
Refinement Network (TRN) to further faithfully replicate
the color and brightness variations observed in real scenes
that cannot be fully formulated in those handcraft rules. The
proposed synthesis process is illustrated in Figure 4.

Moiré Image Blending We blend the clean natural im-
age In (background layer) with the moiré pattern Imp (fore-
ground layer) to form our initial moiré image Imib. Notice
that MoireSpace (Yang et al. 2023) synthesized their moiré
image I ′smvia a Multiply Strategy M(·, ·),

I ′sm = M(Imp, In) = Imp ⊙ In, (1)

where “⊙” denotes element-wise multiplication. However,
the result produced by MoireSpace (Yang et al. 2023) tends
to be dark and cannot replicate the desired contrast and color
distortion, as shown in Figure 5. Therefore, we design the
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Figure 3: Data preprocessing for moiré pattern generation.

following handcraft rules to make the blending more realis-
tic (Figure 4b). we first incorporate an additional blending
strategy, Grain Merge (GIMP 2023) G(·, ·). Such a brighter
strategy can balance the darker result from M(·, ·):

G(Imp, In) = Imp + In − 0.5. (2)

Then, we incorporate transparency of the layers using alpha
blending (Porter and Duff 1984) to obtain IMcomp and IGcomp :

IMcomp = rm ·M(Imp, In) + [1− rm] · In, (3)

IGcomp = rg ·G(Imp, In) + [1− rg] · In. (4)

where rm and rg represent the composition ratio parameter
of foreground layer M(Imp, In) and G(Imp, In):

rx =
opx

opx + (1− opx) · opn
, x ∈ {m, g}. (5)

where opm, opg represent the opacity of the output layers
from the Multiply and the Grain Merge strategies, and opn
represent the opacity of the background layer In. Finally, we
perform a weighted (weight ωm, ωg) combination of IMcomp

and IGcomp to obtain Imib :

Imib = ωm · IMcomp + ωg · IGcomp. (6)

A visual comparison of MoireSpace result I ′sm, and our Imib

is shown in Figure 5, showing the superior of Imib over I ′sm.
Please refer to the appendix for more visual results.

Tone Refinement Network Though the moiré image
blending module creates a preliminary moiré image Imib,
such a synthesized result based on handcraft rules still strug-
gles to replicate accurate color and brightness changes.
Comparatively, networks are more powerful in capturing
such unknown changes and distortion by progressive learn-
ing. Hence, we present a learnable refinement network to
synthesize more realistic results.
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The Tone Refinement Network (TRN) proposed here is
built on a U-shaped transformer backbone (Wang et al.
2022) incorporating multiple refine blocks, illustrated in
Figure 4 (c). It takes Imib as input, applies pixel-wise tone
adjustment to Imib, and minimizes the tone gap between
the output Itrn and the given real moiré images Irm. To be
clear, TRN firstly applies a 3×3 convolutional layer with
LeakyReLU to extract tone features F

(0)
mib, F (0)

rm . Next, the
feature maps F (0)

mib and F
(0)
rm are passed through N encoder

phases and N decoder phases with skip connections. Each
phase contains a refine block to capture long-range depen-
dencies, benefiting from the self-attention in Transformer.

Inspired by research in style transfer and domain general-
ization (Ulyanov, Vedaldi, and Lempitsky 2016; Huang and
Belongie 2017; Zhou et al. 2021), we design a tone feature
fusion block within each refine block to better fuse the tone
feature statistics between Imib and corresponding Irm. It
mixes the feature statistics of two instances with a random
convex weight. As illustrated in Figure 4 (c), the computa-
tions inside a fusion block module in the k-th refine block
can be summarized into two steps. First, given two sets of
feature maps f (k) and f

(k)
r for Imib and Irm, the fusion

block generates a mixture of feature statistics,

γmix = λ · σ(f (k)) + (1− λ) · σ(f (k)
r ), (7)

βmix = λ · µ(f (k)) + (1− λ) · µ(f (k)
r ). (8)

where µ and σ represent the mean and variance of feature
maps, while λ is a random weight sampled from the beta
distribution, λ ∈ Beta(α, α) with α ∈ (0,∞) being a hyper-
parameter. Then, the mixture of feature statistics is applied
to the tone-normalized F

(k+1)
mib :

F
(k+1)
mib = γmix ⊙ f (k) − µ(f (k))

σ(f (k))
+ βmix. (9)

Inputs MoireSpace
(Yang et al. 2023)

Ours
MIB output TRN output

Real Moiré
Same content Similar moiré

Figure 5: Visualization of our intermediate synthetic results.

The fusion block can effectively utilize the moiré feature in-
formation of Irm and greatly helps reduce the moiré domain
gap between the final synthesized image Itrn and real moiré
image Irm, which is one significant innovation. After the N
decoder stages, we apply a 3×3 convolution layer on feature
maps F

(2N)
mib to obtain a tone refinement matrix Mtrn. Fi-

nally, the synthetic image is obtained by Itrn = Imib⊙Mtrn

after color normalization, where “⊙” represents element-
wise multiplication. Notice that the fusion block is solely
utilized in the training phase, and Irm is exclusively fed into
the network during training. Figure 5 compares the initial
blending result Imib with the final synthesized result Itrn.
Please refer to the appendix for more results.

Loss Functions The tone adjustment network aims to ad-
just the overall color tone and contrast of Itrn in a way that
it resembles Irm without affecting moiré pattern Imp.

First, moiré patterns can disrupt image structures by gen-
erating strip-shaped artifacts (Yu et al. 2022). Therefore,
comparing two moiré images directly in pixel space is
less effective. Thus, we adopt the perceptual loss (Johnson,
Alahi, and Fei-Fei 2016) Lper to optimize the L1 distance
between the extracted content features of Imib and Itrn:

Lper(Itrn, Imib) =

NL∑
j=1

∥ϕj(Itrn)− ϕj(Imib)∥1
CjHjWj

, (10)

where ϕj(I) is the activations of the j-th layer of the



Test
Dataset Metric

Demoiréing Network: MBCNN Demoiréing Network: ESDNet-L

Shooting UnDeM† UnDeM‡ MoireSpace Ours Shooting UnDeM† UnDeM‡ MoireSpace Ours

UHDM
PSNR ↑ 9.2284 13.4256 14.5237 14.7826 17.9162 10.2568 15.2269 15.2947 14.7989 17.2524
SSIM ↑ 0.5180 0.3973 0.4425 0.4724 0.6280 0.5664 0.5873 0.5777 0.4859 0.6454
LPIPS ↓ 0.6664 0.6489 0.6332 0.5568 0.4162 0.5130 0.4190 0.4241 0.5254 0.3238

FHDMi
PSNR ↑ 10.6750 17.8355 18.1652 18.5523 19.0094 11.6022 18.4335 18.5390 18.0763 19.8128
SSIM ↑ 0.4478 0.6802 0.6999 0.7094 0.7137 0.5425 0.6900 0.6812 0.7189 0.7319
LPIPS ↓ 0.5978 0.2606 0.2472 0.2742 0.2390 0.4515 0.2877 0.2986 0.2616 0.2134

Table 2: Quantitative results of zero-shot demoiréing trained with synthesized data only. “†” indicates UnDem uses moiré
patterns retrieved from real data in TIP for inference. “‡” indicates UnDem uses our generated moiré pattern for inference.

Cross Dataset
Metric

Demoiréing Network: MBCNN Demoiréing Network: ESDNet-L

Source Target Baseline Shooting UnDeM MoireSpace Ours Baseline Shooting UnDeM MoireSpace Ours

UHDM

FHDMi
PSNR ↑ 19.3848 19.2032 19.4676 19.4531 19.8625 20.3422 20.2407 20.4014 20.2806 20.7543
SSIM ↑ 0.7436 0.7459 0.7455 0.7496 0.7525 0.7599 0.7579 0.7510 0.7603 0.7653
LPIPS ↓ 0.3002 0.2975 0.2964 0.2993 0.2842 0.2525 0.2632 0.2509 0.2324 0.2136

TIP
PSNR ↑ 17.8107 18.3730 18.6674 18.9214 19.3922 18.8040 18.4543 19.3545 19.3964 19.5009
SSIM ↑ 0.6627 0.6888 0.6911 0.6996 0.7022 0.6921 0.6930 0.6998 0.7111 0.7149
LPIPS ↓ 0.3580 0.3886 0.3909 0.3829 0.3781 0.3524 0.3849 0.3601 0.3522 0.3495

FHDMi

UHDM
PSNR ↑ 17.1331 17.5326 17.4870 17.6050 18.7931 18.0049 18.4189 17.9574 17.9751 18.9240
SSIM ↑ 0.6159 0.6334 0.6331 0.6642 0.7186 0.5755 0.5780 0.5857 0.5548 0.6658
LPIPS ↓ 0.4470 0.4350 0.4285 0.4020 0.3508 0.4420 0.4279 0.4460 0.4579 0.3405

TIP
PSNR ↑ 20.2161 20.7793 20.8261 20.1194 21.0694 20.6647 20.8678 20.4663 20.8107 21.5786
SSIM ↑ 0.7340 0.7304 0.7381 0.7347 0.7494 0.7504 0.7606 0.7278 0.7582 0.7668
LPIPS ↓ 0.2979 0.2884 0.2891 0.2961 0.2832 0.2459 0.2450 0.2998 0.2468 0.2310

TIP

UHDM
PSNR ↑ 17.3409 17.4011 17.4407 17.4987 18.2937 17.4332 16.1836 16.8402 16.6296 18.4978
SSIM ↑ 0.6144 0.6062 0.6066 0.6059 0.6913 0.5523 0.5511 0.5692 0.5748 0.6866
LPIPS ↓ 0.4726 0.4487 0.4473 0.4412 0.3990 0.4987 0.4723 0.4532 0.4387 0.3231

FHDMi
PSNR ↑ 18.9458 19.2731 19.0336 19.1101 20.1053 19.2368 18.1936 19.2112 18.8385 19.9971
SSIM ↑ 0.7369 0.7399 0.7215 0.7321 0.7725 0.7354 0.7297 0.7499 0.7389 0.7580
LPIPS ↓ 0.2494 0.2447 0.2452 0.2382 0.2315 0.2316 0.2320 0.2130 0.2228 0.1915

Table 3: Quantitative results of cross-dataset evaluations.

VGG16 network (Simonyan and Zisserman 2014), and NL

represents the number of convolutional layers in VGG16.
In addition, to effectively tune the tone of Itrn, we

take advantage of color differentiable RGB-uv histogram
features H(Itrn) and H(Irm) in log chromaticity space,
inspired by color constancy method (Barron 2015; Afifi,
Brubaker, and Brown 2021), as shown in Figure 4 (a). Such
RGB-uv histograms have proven efficient in color transfer
tasks (Eibenberger and Angelopoulou 2012). We optimize
color loss using the differentiable Hellinger distances

Lcolor (Itrn, Irm) =
∥∥∥H(Itrn)

1/2 −H(Irm)1/2
∥∥∥
2
, (11)

where ∥·∥2 is the standard Euclidean norm and ·1/2 is an
element-wise square root.

Finally, we use total variation regularizer Ltv to remove
unwanted details while encouraging spatial smoothness:

Ltv(Itrn) =

H∑
i=1

W∑
j=1

∣∣∣Ii+1,j
trn − Ii,jtrn

∣∣∣+ ∣∣∣Ii,j+1
trn − Ii,jtrn

∣∣∣ (12)

Total loss L is then defined as a weighted compound of
Lper, Lcolor and Ltv:

L = λperLper + λcolorLcolor + λtvLtv. (13)

Image Demoiréing
Our contributions mainly lie in the above three stages. Then,
diverse and realistic-looking data synthesized by our solu-
tion can be seamlessly integrated with demoiréing models
to improve their performance.

Experiments
Experimental Setups
For all compared methods, we used their released code.
Thorough implementation details are in the appendix.

Datasets and Metrics. 1) Moiré Pattern Dataset is used
to train our moiré pattern generator. 2) Real Moiré Image
Dataset, TIP (Sun, Yu, and Wang 2018), FHDMi (He et al.
2020), and UHDM (Yu et al. 2022), are used to demonstrate
our ability in restoring real moiré images. 3) Evaluation
Metrics. We evaluate demoiréing performance on the Peak-
Signal-to-Noise Ratio (PSNR), Structural Similarity Index
(SSIM) (Wang et al. 2004), and LPIPS (Zhang et al. 2018).

Comparison Methods We compare UniDemoiré to the
SOTA synthesis methods in 3 current modalities: the sim-
ulation method “Shooting” (Niu, Guo, and Wang 2021), the
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Figure 6: Comparisons of demoiréing results.

implicit moiré synthesis approach “UnDeM” (Zhong et al.
2024), which employs a neural network, and the explicit
synthesis method termed “MoireSpace” (Yang et al. 2023),
which utilizes its moiré pattern dataset.

Demoiréing Models We test on the most effective SOTA
demoiréing models, MBCNN (Zheng et al. 2020) and
ESDNet-L (Yu et al. 2022).

Zero-Shot Demoiréing with Synthesized Data Only
We first demonstrate demoiréing results on real moiré im-
ages trained on purely synthesized data by SOTA moiré syn-
thesis methods. To avoid data overlap in training sets and
test sets, we have collected a comprehensive Mixed High-
Resolution Natural Image Dataset (MHRNID), based on
which, moiré images are synthesized for training demoiréing
models. Quantitative comparisons can be found in Table 2.
Visual comparisons on demoiréing real data in UHDM are
illustrated in Figure 6. Due to that UnDeM relies on existing
moiré images in both the training (fusion networks) and in-
ference phase, we trained their networks on the TIP dataset
and showed the result of UnDeM using the real moiré in
the TIP dataset (“†” in Table 2) and our sampled moiré pat-
tern (“‡” in Table 2) during inference, respectively. For a fair
comparison, we also use real moiré images from TIP dataset
to train our TRN. Notice that UnDeM and our method only
use real moiré images to guide the synthesis, and neither of
us uses such real data to train demoiréing models directly.

From the quantitative perspective (Table 2), our method
substantially outperforms all other approaches, particularly
by more than 3.2 dB and 2.0 dB for MBCNN and ESDNet-L
on the UHDM dataset, respectively. Besides, UnDeM‡ us-
ing our generated moiré patterns outperforms UnDeM† us-
ing real moiré patterns in all experiments, proving our effec-
tiveness further. From the qualitative perspective (Figure 6),
our method demonstrates strong capability even when im-
ages in the target domain are contaminated by severe moiré
patterns, which other synthesis methods fail to address. We
attribute our superiority to the diversity and realism of our
synthetic data. Such high-quality data by our UniDemoiré
enables the demoiréing model to learn moiré characteristics

Components PSNR↑ SSIM↑ LPIPS↓
ALL 20.7543 0.7653 0.2136
w/o MPG 20.1607 0.7326 0.2456
w/o TRN 20.1691 0.7372 0.2544
TRN (w/o Lper) 20.3076 0.7508 0.2558
TRN (w/o Lcolor) 20.2692 0.7406 0.2301
TRN (w/o Ltv) 20.3961 0.7451 0.2324
TRN (w/o fusion block) 20.2868 0.7370 0.2311

Table 4: Ablation studies. Source: UHDM, Target: FHDMi.

better, improving performance in removing unseen moiré ar-
tifacts. More visual results are in the appendix.

Cross-Dataset Evaluation
We then demonstrate our ability to improve the performance
of demoiréing models across domains. Quantitative results
are shown in Table 3. Note that “Baseline” means that the
demoiréing models (MBCNN and ESDNet-L) are trained
with the original source real moiré datasets and tested on
the target dataset. For each synthesis approach, a demoiréing
model is trained with combined original real data in the
source dataset and corresponding synthesized data.

As shown, the Shooting method struggles with real data
due to differences between synthetic and real moiré. Un-
DeM relies on a GAN network but can be inconsistent de-
pending on the dataset and quality. The MoireSpace method
performs better than UnDeM but has inferior moiré patterns
and synthesis quality, resulting in lower experimental met-
rics. Thanks to the realistic and diverse synthesized data,
our method outperforms all previous methods across every
experiment. Visual comparisons in Figure 6 (lower, Source:
UHDM, Target: FHDMi) demonstrate our effectiveness.

Ablation Study
We individually ablate submodules in our proposed method
to analyze their contribution. All these experiments are
trained with the UHDM dataset and validated on the FHDMi
dataset. Experimental results in Table 4 verify that all com-
ponents in our UniDemoiré solution are crucial for achieving
the desired demoiréing performance. Removing any compo-
nent such as the Moiré Pattern Generator (MPG), Tone Re-
finement Network (TRN), loss functions, and feature fusion
block leads to a significant performance decline. More abla-
tion studies are provided in the appendix.

Conclusion
By addressing the issue of data diversity and realism, our
universal solution, UniDemoiré, tackles one of the most im-
portant bottlenecks in image demoiréing problems. It show-
cases significant performance in zero-shot demoiréing and
demonstrates a strong capability of enhancing the cross-
domain performance of existing demoiréing models. More
importantly, our method holds the potential to generate bil-
lions of moiré data and to significantly expand demoiréing
models with a vast increase in parameters. Our limitations
are discussed in the appendix.
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definition image demoiréing. In European Conference on
Computer Vision, 646–662. Springer.
Yuan, S.; Timofte, R.; Slabaugh, G.; Leonardis, A.; Zheng,
B.; Ye, X.; Tian, X.; Chen, Y.; Cheng, X.; Fu, Z.; et al. 2019.
Aim 2019 challenge on image demoireing: Methods and re-
sults. In 2019 IEEE/CVF International Conference on Com-
puter Vision Workshop (ICCVW), 3534–3545. IEEE.
Yue, H.; Cheng, Y.; Mao, Y.; Cao, C.; and Yang, J. 2022.
Recaptured screen image demoiréing in raw domain. IEEE
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